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EXTENDYL) ABSTRACT

A majoringredient of asuccessfullarge scaldMale ular Dynamies (MD) simulation is an eflicient computational
strategy for integrating the cquations ofinationd OM J The sirnplestand most widely used MDD methods emnploy
Cartesian coordinates, so that the BOM for s «y < 111 ith noatoms S writte nas M. X = F, where X and I ¢ i3
arc the vectors of Cartes ian coordinates and tubra 1 mg onthaatoms,and M sadn x3n diagonal mass matrix.
This approach limits the size of the thucstepint hone gration of the BOM_ t hus increasing the comnputation time.
An alternative app yoach is to solve the BOM by ivpcsing explicit constraints on th ¢ Cartesian coordinates of all
or certain atoms. To this end, aneflicicid andyatura schemcis to write the EOM if | internal coordinal es. For a
molecular systein with m constraints and N 0w 1ototal deg sees of freedons, the BOM is then given by

MG F((29) (1)

where M € RV*N s the mass matrix @ ¢ s the veetor of internal coordinates, and 7°(Q, Q) € RN is the
vector of noulinear termus and interaction potaitiz] In 1 any recent approaches the Lagrangian method is used for
solving (1) 1 whick first the matrix M is caplicitiy o mputed and then the inear systernin (1) is solved, leading
to an overall computational complexity of O(A*}  Adhough thescapproaches enable theuse of a miuch larger
time step, their ()(N‘“) cost. is a major lnniting {ac tar for sitnnlation of largeniolecular systems. Most recently,
leveraging advan ces inmultibody dynamics , arn (M0 ) lgorithim hasbeen proposecl for solving (1) which avoids the
explicit computation and inversion of matiin A4 ‘1 hemain drawback of this ()(A) algorithm is that it is strictly
sequential, i.e., regardless of the nuiber of prowcsaors cmployed, only & very hmited speedup in its computation
can be achieved. However, it is clear th st farsinui tion of Jarge MDD systeins in a massively- parallel environment,
an cflicient parallel solution of (1) is thckey.

Motivated by this analysis, we have 1 <ol y devidoped the Constraint ] orce (C F) algorithi whi ch differs
from the previous O(N) algorithins in that ity nae @ marartherunconventional strategy for solving (1). In our
algorithm a new factorization of thieinverscofth  yiasimatrix A4 in the form of Schur Complements is derived as

MY BATE, (2)

where 7 denotes e transpose, A4 € {8 VXD N R VXN Cand ¢ ¢ TV HN are block tridiagonal mat rices,
1 is the number of degrees of freedomn ofcac hbidyard -0/ 0 6 From (2) and (1), we then have

O (- KA B (Q.0) )

A sequential implementation of the Clalgorithn i « Bq. {3}, mmvolves & cost of O(N). However, the main
advantage of the CF algorithin is that it cawbe tully j v allehzed, resulting in a both time- and précessor-op timnal
parallel algorithin for solution of (1), Tha tis, an){locNalgorithm by usitg, O(N ) processors. I addition to its
theoretical significance by achieving for the firsi triesn I optimal boun ds insolving (1), the parallel CF algorithm
i s also highly cflicient for inplementationon i rpingassively paralled M 1M 1) architectures due to its coarse
grain size and simple commnunication structure

In this paper we discuss the theoretical fiundatic n of the CF algorithin and its application to large scale
MD simulation. We also discuss the extension o' the (Falgornthm to systems with different and more complex
topologics.  The results of practical hnplemention of the parallel CE &lgorithing on an MIMD (32 nodes)
Hypercube architecture are also presented. We alse liscussmiore recent implement ation of  the algorithim on
MIMD architectures with a much greater b 3 of pro essors.

We will also briefly discuss the potentialfor o« upling the Cl' algorithin withthe sc)-called treecodes
algorithins for the evaluati on the force tam 7{QQ Q) yone of us (<I KS) has demonstrated highly efficient parallcl
nmplementation of O(N)and O(N L og A’ Jalgorihins for computing the forc es between all pairs of bodies in
astrophysical systems. The same mathematical & v i oo utational teehniques niay be used ina molecular dynamics
setting, resulting in greatly decrecased evaluation 111111 fo: the right-hand sidcof Fq. (1).



